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Learning Goals
• By the end of this lesson, you should be able to…

• Illustrate how software can cause inadvertent harm or 
amplify inequities

• Explain the role of human values in designing software 
systems

• Explain some techniques that software engineers can use 
in producing software systems that are more congruent 
with human values.

2



Ethically and morally implicated technology 
is everywhere!
• Algorithms that gate access to loans, insurance, 

employment, government services…
• Algorithms that perpetuate or exacerbate existing 

discrimination
• Bad medical software can kill people (Therac-25)
• UIs that discriminate against differently-abled people 

(Domino's)
• Third-party data collection for hyper-targeted 

advertising
• GPT-3 !!
• And on… and on… and on…



A few representative examples
• Some of these are old, but things haven't changed…
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Following regulations alone is not enough

• Design met building code, 
but did not account for all 
failure modes

• Last-minute changes to 
construction increased odds 
of failure

• Fixed before disaster could 
strike, but kept a secret for 
20 years

https://en.wikipedia.org/wiki/Citicorp_Center_engineering_crisis

“Citigroup Center” by Tdorante10, Wikimedia commons, CC BY-SA 4.0

Citigroup Center

https://en.wikipedia.org/wiki/Citicorp_Center_engineering_crisis


Badly-engineered software can kill people

• Therac-25 (1985-1987)
• Bug in software caused 100x greater exposure to 

radiation than intended
• At least 6 died
• Likely far more suffered: deaths occurred over a 

period of 2 years!
• Weak accountability in manufacturer’s organization “Therac-25” by Catalina Márquez, Wikimedia commons, CC BY-SA 4.0

https://ethicsunwrapped.utexas.edu/case-study/therac-25

https://ethicsunwrapped.utexas.edu/case-study/therac-25


Algorithmic sentencing can discriminate
• The COMPAS sentencing tool discriminates against 

black defendants 

7Analysis of Broward County data: “How We Analyzed the COMPAS Recidivism Algorithm” by Larson et al.

ALL WHITE DEFENDANTS BLACK DEFENDANTS

Labeled High Risk, 
But Didn’t Re-Offend 32% 23% 44%
Labeled Low Risk, 
Yet Did Re-Offend 37% 47% 28%

https://www.propublica.org/article/how-we-analyzed-the-compas-recidivism-algorithm


Algorithmic bias can discriminate
• …against the poorest of us
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https://www.wsj.com/articles/SB10001424127887323777204578189391813881534

https://www.wsj.com/articles/SB10001424127887323777204578189391813881534


Algorithms can be used for price gouging
• …against all of us
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https://www.wsj.com/business/retail/amazon-used-secret-project-nessie-algorithm-to-raise-prices-6c593706

https://www.youtube.com/watch?v=T1Bcupz77-Q

https://www.wsj.com/articles/SB10001424127887323777204578189391813881534
https://www.wsj.com/articles/SB10001424127887323777204578189391813881534


• Inclusivity and Accessibility: Domino’s Pizza LLC v. Robles

UIs can discriminate against the differently-
abled
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“Domino’s Would Rather Go to the Supreme Court Than Make Its Website 
Accessible to the Blind” by Brenna Houck, Eater Detroit

https://www.eater.com/2019/7/25/8930669/dominos-supreme-court-website-accessible-blind-users
https://www.eater.com/2019/7/25/8930669/dominos-supreme-court-website-accessible-blind-users


Software can help to evade regulation
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• Example: Volkswagen diesel emissions

“How Volkswagen’s ‘Defeat Devices’ Worked” By Guilbert Gates, Jack Ewing, Karl Russell and Derek Watkins

https://www.nytimes.com/interactive/2015/business/international/vw-diesel-emissions-scandal-explained.html


Training Data can be 
biased (and usually is)
• Example: Google Photos auto-tagging 
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https://www.wsj.com/articles/BL-DGB-42522

https://www.wired.com/story/when-it-comes-to-gorillas-google-photos-remains-blind/

https://www.wsj.com/articles/BL-DGB-42522
https://www.wired.com/story/when-it-comes-to-gorillas-google-photos-remains-blind/


Training of AI systems can impact climate

13“Energy and Policy Considerations for Deep Learning in NLP” 
by Strubell et al in ACL19https://www.theregister.com/2020/11/04/gpt3_carbon_footprint_estimate/

https://arxiv.org/pdf/1906.02243.pdf
https://arxiv.org/pdf/1906.02243.pdf
https://www.theregister.com/2020/11/04/gpt3_carbon_footprint_estimate/


AI programs can 
hallucinate
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And this is only the tip of the iceberg
• Other Challenges:

• interfaces and systems designed to be addictive;
• corporate ownership of personal data;
• weak cyber security and personally identifiable 

information (PII) protection;
• and many more …
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Equity and Software
As new as software engineering is, we’re newer still 
at understanding its impact on underrepresented 
people and diverse societies. 
We must recognize imbalance of power between 
those who make development decisions that 
impact the world. 
and those who simply must accept and live with 
those decisions that sometimes disadvantage 
already marginalized communities globally.
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Quote: “Software Engineering at Google: Lessons Learned from Programming Over Time,” Wright et al, 2020 (O’Reilly)



Recognize inequities in your software
One mark of an exceptional engineer is the 
ability to understand how products can 
advantage and disadvantage different groups 
of human beings

Engineers are expected to have technical 
aptitude, but they should also have the 
discernment to know when to build something 
and when not to

Demma Rodriguez
Head of Equity Engineering
Google
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Quote: “Software Engineering at Google: Lessons Learned from Programming Over Time,” Wright et al, 2020 (O’Reilly)



More than don’t be evil
• Engineering equitable software requires conscious 

effort
• How do we determine what “the right thing” is?
• How do we weigh competing interests and values
• How do we convince our investors/managers to take this 

action?
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An approach: consider human values in the 
design process.

Technology is 
the result of 

human 
imagination

All 
technology 

involves 
design

All design 
involves 
choices 
among 

possible 
options

All choices 
reflects 
values

Therefore, all 
technologies 

reflect and affect 
human values

Ignoring 
values in the 

design 
process is 

irresponsible

Engaging with values in the design process offers creative opportunities for:
• Technical innovation
• Improving the human condition (doing good and saving the world)



Technological Success takes a broader view
In CS, we typically think about technical 
success

• Does the technology function?
• Does it achieve first-order objectives?

Example metrics:
• Test coverage and bug tracker
• Crash reports
• Benchmarks of speed, prediction 

accuracy, etc.
• Counts of app installations, user clicks, 

pages viewed, interaction time, etc.

Maybe we should think about 
technological success

• Is the technology beneficial to 
stakeholders, society, the 
environment, etc.?

• Is the technology fair or just?
Example metrics:

• Assessments of quality of life
• Measures of bias
• Reports of bullying, hate speech, etc.
• Carbon footprint



Challenges: how to
• Define success objectives?
• Identify the social structure in which a technology is 

situated?
• Identify legitimate direct and indirect stakeholders?
• Elicit the full range of values at play?
• Balance and address tensions between different values?
• Identify and mitigate unintended consequences?



Identifying and Filtering Stakeholders
Direct Stakeholders

The sponsor (your employer, etc.)
Members of the design team
Demographically diverse users

• Races and ethnicities, men and women, LGBTQIA, 
differently abled, US vs. non-US, …

Special populations
• Children, the elderly, victims of intimate partner 

violence, families living in poverty, the 
incarcerated, indigenous peoples, the homeless, 
religious minorities, non-technology users, 
celebrities

Roles
• Content creators, content consumers, power 

users, …

Indirect Stakeholders

Bystanders
• Those who are around your users
• E.g. pedestrians near an autonomous car

“Human data points”
• Those who are passively surveilled by your system

Civil society
• E.g. people who aren’t on social media are still 

impacted by disinformation
• People who care deeply about the issues or 

problem being addressed
Those without access

• Barriers include: cost, education, availability of 
necessary hardware and/or infrastructure, 
institutional censorship…

Not every impacted individual has legitimate values at play. Those stakeholders may 
be safely ignored!



Identifying the Full Range of Values
• Some values are universal: accessibility, justice, human 

rights, privacy
• Others are tied to specific stakeholders and social 

contexts
• Identifying relevant values:

• Start with a thorough understanding of the relevant features 
of the social situation

• Add experience/knowledge from similar technologies or 
design decisions (case studies, etc.)

• Add results of empirical investigation

• What are the scale of impacts to various stakeholders?



Example Values
Human welfare refers to 
people’s physical,
material, and 
psychological well-being

Accessibility refers to 
making all people 
successful users of 
information technology

Respect refers to 
treating people with 
politeness and 
consideration

Calmness refers to a 
peaceful and 
composed 
psychological state

Freedom from bias
refers to systematic 
unfairness perpetrated 
on individuals or 
groups, including pre-
existing social bias, 
technical bias, and 
emergent social bias

Ownership and 
property Privacy Trust Accountability



Addressing Value Tensions
This is where the hard choices happen
What are the core values that cannot be violated?
Which tensions can be addressed through:

• Technological mechanisms?
• Social mechanisms?

When a tension cannot be reconciled, whose values take 
precedence?
What tensions must be addressed immediately, versus later on
through additional features?

• Early design decisions will unavoidably foreclose future 
design possibilities

Stakeholders

Values

Value 
Tensions

Design 
Trade-offs



Identifying Unintended Consequences
• Technology will be adopted in unanticipated ways. 

Being intellectually rigorous means considering and 
mitigating risks in designs ahead of time.

• What if:
• Our recommendation system promotes misinformation 

or hate speech?
• Our database is breached and publicly released?
• Our facial recognition AI is used to identify and harass 

peaceful protestors?
• Our child safety app is used to stalk women?
• Our chatbot is sexist or racist?



Strategies for Addressing Value Tensions
Red lines: bedrock values that cannot be violated
• Address these first

Identify Red 
Lines

Look for win-win scenarios
• Some stakeholders may be agreement; others may want the 

same outcome but for different reasons

Look for Win—
Wins

Be open and honest when value tradeoffs are necessary
• e.g. when functionality and privacy are in tension, both can be 

addressed through informed consent

Embrace 
Tradeoffs

Creatively leverage technical and social solutions in concert
• e.g. if a new system is going to automate away jobs, pair it with 

a retraining program

Don’t Forget 
Social 

Solutions



Example 1: Content Moderation
The issue: free expression in tension with welfare and respect

• Some speech may be hurtful and/or violent
• Removing this speech may be characterized as censorship

Bad take: unyielding commitment to free speech, no moderation
• Trolls and extremists overrun the service, it becomes toxic, all other users 

leave
• Violent speech actually impedes free speech in general

Bad take: strict whitelists of acceptable speech
• Precludes heated debate, discussion of “sensitive topics”
• Disproportionately impacts already marginalized groups

Good take: recognizing that moderation will never be perfect, there will be mistakes 
and grey areas

• Doing nothing is not a viable option
• Clear guidelines that are earnestly enforced create a culture of accountability
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Where does this leave us?
• So that we can sleep at night

• Consider the different ways that our software may 
impact others

• Consider the ways in which our software interacts with 
the political, social, and economic systems in which we 
and our users live

• Follow best practices, and actively push to improve them
• Encourage diversity in our development teams
• Engage in honest conversations with our co-workers and 

supervisors to explore possible ethical issues and their 
implications.
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Review
• You should now be able to…

• Illustrate how software can cause inadvertent harm or 
amplify inequities

• Explain the role of human values in designing software 
systems

• Explain some techniques that software engineers can use 
in producing software systems that are more congruent 
with human values.
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